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It has been shown that the branch and bound technique
is effective for the design of finite wordlength optimal
digital filters. This technique is however expensive in
computing time. In this paper, we present a robust
branch and bound branching strategy named Sequential
and Progressive Search, improving the design of filters
on a large wordlength processor in a reasonable
computing cost. The details of the algorithm and many
examples are given and compared to the other methods.
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For finite wordlength coefficients digital filter design,
it is often desirable to use algorithms whose output
quality can be adjusted depending on the availability of
resources such as computing time and precision.
Remez Exchange Algorithm is usually applied for the
design of infinite precision linear phase (FIR) filters
[6]. When these filters are implemented on a Digital
Signal Processor with a special purpose-hardware, each
filter coefficient has to be represented by a finite
number of bits (bwl) smaller than that used on a
computer. The simplest and the most widely used
approach to the problem are the rounding of the
optimal infinite precision coefficients to its (bwl) bits
representation. However, the filters obtained are
degraded and in most case there exists another set of
finite word length coefficients, which gives the best
Chebyshev approximation to the desired frequency
response. To find these coefficients, it is necessary to
include the finite word length restriction into the filter
design. In this case, the optimisation problem becomes
a complex problem, where a general investigation of
the optimal solution requires a prohibitive computing
time. To solve this problem, many optimisation
methods have been applied to discrete coefficients FIR
digital filters design. Simulated annealing technique
[2,3,4] has proven to be effective in many cases, but
requires a large number of function evaluations and
does not guarantee the optimal solution.
The linear integer programming formulation [1], [7]-
[9] was applied as a discrete optimisation method on
the minmax criterion. Although, it is possible to obtain
an optimum result, the computing time required even

with the high-speed supercomputer of today, prohibits
the application of these techniques for high order
filters.
Optimisation technique in the coefficients discrete
space, and in particular branch and bound method, was
used to solve this discrete optimum problem. This
method based on implicit enumeration techniques, also
requires an expensive computing cost [7,8,10,14,15].
In many local search methods based on the branch and
bound technique, such as the Depth First Search (DFS)
and the Breadth First Search (BFS), the solution found
is better than that obtained from the direct quantizing
from infinite precision filter. However, the computing
cost is expensive for large wordlength processor and
high order filters [10], [14], [15]. Even for (BFS) the
solution could not be optimal. This is related to the
estimation accuracy of the branch susceptible to
contain the best solution.
In this paper, we present a different view on the
branching strategy and present a new method named
« Sequential and Progressive Search » (SPS), based on
the branch and bound technique in the minmax sense.
Compared to the Depth First Search method (DFS), the
number of function evaluations is smaller and it
depends on the filter length without degrading the
performance of the algorithm.
In section II, we present the problem statements and
the characteristics of the error criterion chosen. In
section III, the description of the proposed optimisation
method, the sequential and progressive search method
(SPS) is given. The results reported on section IV deal
with conventional minmax optimisation of FIR digitals
filters and are compared to those of other methods.
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Let us consider the design of N-1 order linear phase
FIR digital filter with a frequency response H (f)
usually written as

H (f) = ∑
−
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   In [5], It was shown that the frequency response
amplitude of the four cases of linear phase (FIR) filters
could be written in the form of:
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Where the number of terms, n, is:

   n= N/2 or (N-1)/2 or (N+1)/2

and ak is the resulting shifted sequence depending on
the considered case. The function Pn(f) is compared
with desired frequency response amplitude D(f) using a
minmax criterion, as done in the usual optimal (FIR)
filter design with infinite precision [6]. The weighted
approximation error en is given by

en = )()()(maxmin
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 • F:  the union of all the frequency bands of interest.
 • W (f): a weighting function defined on F.
 • D (f): the desired frequency response amplitude.

Using Eq. (2) in Eq. (3) gives
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The filter coefficients are restricted to the discrete
values allowed by (bwl) bit binary word length.
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We consider the problem of filter design with an extra
constraint imposing a limit on the word length of the
coefficients ak, k=0,1,...., N/2. Using the fixed point
representation, we can express the discrete coefficient
ak as a linear combination:

|ak| = ∑
−

=

1

1

EZO

M

yj,k2
-j     k =  0, 1,...., N/2.         (5)

Where (bwl) is the binary bit allowed for the filter
discrete design and ‘j’ is the binary bit indication. yj,k is
a bivalent variable only fixed to only take the values
‘0’ or ‘1’. Hence, the frequency response amplitude
Pn(f) could be expressed as

Pn(f)= ∑
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Where s is the sign of ‘ak’ , s (= -1 or +1).
It is not possible to find the optimal filter coefficients
at (bwl) bits wordlength processor using the DFS
method, owing to the long computing time required.
But we can calculate these filter coefficients filter in a
lower wordlength, (bbN) binary bit ( bbN ≤ bwl) with
such a method. ak could be expressed as

|ak(opt)|= ∑
−
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yj,k(opt)2
-j   k= 0, 1,...., N/2.     (7)

ak(opt) : the coefficients related to the optimal digital
filter at (bbN) wordlength.

yj,k(opt)  : ‘i’ binary bit value of the ak(opt) coefficient.

The proposed method, named Sequential and
Progressive Search (SPS) takes this optimal solution as
a starting point (starting solution) for its branching
strategy in order to design filters with a higher
wordlength discrete coefficients. Using the optimal
solution in the minmax sense found by the (DFS)
method in the (bbN) binary bits wordlength, we
calculate with the SPS algorithm the solution at (bwl)
bits (bbN ≤ bwl).
First, the coefficients are found at the (bbN+1) binary
bits on the minimax sense using a local investigation in
a reduced discrete search space. This reduced space is
defined using the previous solution. Then we increase
gradually the wordlength and calculate the new
solution till reaching the (bwl) (the required word
length). For each step ‘i’, we define a lower bounding
function en i, which can be written as

en i(a)= fkcos2a)()(maxmin
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en i(a) is defined as the lowest value of the error
function for ak solving the following program which
satisfy (8) under the conditions:

                        µ+≤+ 		 EE1
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1  k=1,..., N/2         (9a)

        µ−≥+ 		 EE1

N
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N

1  k=1,..., N/2         (9b)

	EE1

N
: is the coefficients ak represented by bbN bits

 µ interval chosen to contain the solution.

The implementation of a continuous value in two
different wordlengths of the fixed point representation
does not offer two equal discrete values. The maximum
difference between these discrete values is the
quantization error ‘±LSB’ (least sided bit) due to both
truncation (±LSB) and rounding (±1/2.LSB).
Therefore, we have overestimate the µ value between
the (bbN) and (bwl) wordlengths to

µ = LSB = 2-(bbN-1).              (10)

Substituting Eq. (10) and Eq. (7) in Eq. (9)
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Developing Eq. (11) we obtain
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After simplifications, we have
                  ybbN-1,k . 2

-bbN+1  + ybbN,k . 2
-bbN     ≤

                ybbN-1,k(opt) . 2
-bbN  +  2-(bbN-1)                 (13a)

                  ybbN-1,k . 2
-bbN+1  + ybbN,k . 2

-bbN     ≥

                ybbN-1,k(opt) . 2
-bbN  -  2-(bbN-1)                 (13b)

hence,
ybbN-1,k+ybbN,k2

-1 ≤ ybbN-1,k(opt)+1          (14a)
      ybbN-1,k+ybbN,k2

-1 ≥ ybbN-1,k(opt)-1           (14b)

The problem is restricted as resolving two equations
with two variables (x1,x2) on the form of

a1x1+a2 x2 ≤ b1                   (15a)
a1x1+a2 x2 ≥ b2                   (15b)

(a1, a2, b1, b2) are constants.

a1=1, a2= 2-1, b1=yp+1, b2=yp-1,

and where yp is the previous calculated optimal
solution. ( in this case  yp= ybbN-1,k(opt))
   Hence, we obtain a small grid containing admissible
values, from which we choose the solution sequence
(x1, x2) which gives the smallest value of maximal
weighted error.
This procedure is iterated for each coefficient
increasing the word length, until reaching the desired
word length, in which the design of discrete
coefficients digital FIR filter was required.
Denoting that this method does not affect the bivalent
variable from 1 to (bbN-2) bits obtained by the optimal
method ‘DFS’. Therefore, it improves the coefficient
precision, adding required bits from (bbN-1) to (bwl),
related to the optimal sequence, in order to well define
the coefficient value.

In this paper, we have chosen the fixed point
transformation as shown in (Eq5). We can show that an
extension to the other binary representation such that
floating point or power of two could be easily done.
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The algorithm has been tested using cases reported in
literature. The software algorithm was developed in
Matlab and tested on 300 MHZ Pentium machine. The
results obtained are presented and compared to
algorithms in [3,15]. The reference numbers indicate
where the filters are taken. A filter with length 24 with
9 bits in quantization, excluded the sign bit is denoted
by ‘24/9’.
The starting points are calculated by (DFS) in discrete
coefficients wordlength of bbN=3 bits. The two first
filters in the Table 1. have the passband edges (0,0.1)
and the stopband edges (0.1125,0.5), the third filter has
the passband edges (0,0.08) and the stopband edges
(0.16,0.5), the fourth filter has the passband edges
(0,0.159) and the stopband edges (0.295,0.5) and the
last filter has the passband edges (0,0.307) and the
stopband edges (0.35,0.5). All filters have equal
weights in passbands and stopbands. In all examples
the results are better than those obtained in the
indicated references. The reference algorithms are
Simulated Annealing (SA) [4], the Breath First Search
(BFS) [15] and the Depth First Search (DFS) [15].   In
table 1, the results are given both in the approximation
error and the design times. A comparison measures the
number of function evaluations between (DFS) and
(SPS) algorithms of all filters of Table 2. The reduction
in the number of function evaluations is at least in the
order of 4500.

  N/bwl                          -I-                            -II-
   15/5                 8.52891033 .1011             1171875
  21/6                 6.20506086 .1019             195312500
  15/7                 6.76752340 .1016            1953125
  20/7                 1.18059162 .1021            48828125
  16/19               1.46149048 .1048            12405426
  24/9                 3.16993821 .1032           1708984375
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I-  Number of function evaluations by `DFS` [15].
II-  Number of function evaluations by ‘SPS’.

Filter length/     N          bbN       bwl       Infinite          Rounded       [ref]/ Time `s`          SPS/ Time
Word length                                             Precision                                seconds                 seconds

 8/15[15]            8             3           15       0.05766         0.05765       0.05762/ 50              0.05759/19
 21/6[4]             21            3             6       0.02099         0.07223       0.07115/ 5                0.04687/ 79256
 8/7[15]              8             3             7       0.05760         0.06356       0.06355/ 93600        0.06355/ 0.06
 20/7 [15]         20             3             7       0.00344         0.02191       0.02005/ 10              0.016321/20256
 16/19[15]        16             3           19       0.13590         0.13590       0.13961/ 1180          0.13580/11830
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In this paper, a new approach to finite wordlength
coefficient (FIR) digital filter design using the
branch and bound technique is presented. The main
feature of this approach is its applicability to the
design of filter in a processor with a large
wordlength. The computing time in such processor
wordlength would be prohibitive using the Depth
First Search (DFS). The obtained results when
compared to the other algorithms and local search
methods [4], [15] and [16] are better in all cases. In
the examples, the limitation of the search domain
does not seem to degrade the performance of the
algorithm. As a future work, the improvement of
the algorithm for long filter order will be studied.
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